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Abstract Wireless sensor networks (WSN) are finding in-
creasing use in all-metal marine environments such as ships,
oil and gas rigs, freight container terminals, and marine en-
ergy platforms. However, wireless propagation in an all-metal
environment with ducting and sealed doors between com-
partments is difficult to model, and the operating machinery
further complicates wireless network planning. This makes
it necessary to characterize the performance of the physical
wireless links in the actual operating environments. How-
ever, little has been reported in the literature on method-
ologies for measuring the full range of physical link qual-
ity indicators. In this paper, we present a methodology for
doing this that we have verified by the deployment of a 2.4
GHz network of 18 nodes in three different all-metal scenar-
ios: a cluster of freight containers, a full-sized shore-based
working ship’s engine room training facility, and an opera-
tional ship’s engine room. The output variables included the
key link quality indicators of packet delivery ratio (PDR),
RSSI, and LQI for every possible link, as well as the per-
formance of every node. We believe that this is the first
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time that this full range of physical link quality indicators
has been measured in this type of application environment.
We found that in all three scenarios the network performed
with over 90% PDR average. However, as the scenarios be-
come more complex, the communications become more un-
predictable, yielding a wider transition zone, indicating that
although a WSN could operate in these scenarios under dif-
ferent conditions, a pre-deployment practical study is essen-
tial for each new scenario.

Keywords Wireless Sensor Networks · Link Quality ·
Marine Metal Environments.

1 Introduction

Wireless sensor networks (WSN) can be used as a low cost
alternative to wired sensors for optimizing the operation, ef-
ficiency, and maintenance of all-metal marine environments
such as ships, oil and gas rigs, freight container terminals,
and marine energy platforms. However, the large amounts
of metal and complex layouts make it very challenging to
model the wireless propagation in these all-metal environ-
ments. Ducts, pipes and sealed bulkhead doors between com-
partments further complicate wireless planning. Marine ma-
chinery in these environments will also affect communica-
tions, particularly with the high volume-occupancy of ma-
chinery in ships’ engine rooms. To specify wireless network
architectures and protocols, and to design applications for
these metallic offshore environments, it is essential to mea-
sure the link quality in situ, as it cannot be accurately mod-
eled and predicted [3, 25, 34]. Although power consumption
is also a common issue in WSN, data reliability becomes
the most important challenge in metallic environments, as
multi-path can cause packet data loss and node placement
decision becomes difficult. Therefore, the objective is to de-
velop a systematic methodology to be used in these com-
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plex metallic scenarios, which can provide an accurate view
of the communication performance of a WSN in these en-
vironments. Thus, data reliability can be guaranteed by an
optimal node deployment and the use of dependable proto-
cols.

In this paper, we first present the analysis performed
in [22], where we deployed a network of 18 IEEE 802.15.4-
compatible nodes transmitting at 2.4 GHz in three freight
containers, and we expand it with a series of experiments in
two more complex scenarios: a shore-based, full-sized, op-
erational ship’s engine room training facility and a seagoing
Irish Naval Service ship’s engine room. We present a com-
prehensive methodology for fully characterizing link quality
at the physical level in metallic complex environments and
the verification of the methodology in the three scenarios. In
the methodology, we varied input variables that could influ-
ence link quality and we recorded output variables which
were the key link quality metrics. In contrast with previ-
ous reported works done in similar environments, we fo-
cus on physical link quality instead of application-level or
network-level topology; we also characterized the effect of
operational machinery on the output variables.

The results allowed us to classify links reliability, asym-
metry, and sink candidates, and to analyze the behaviour of
the network at a high level of detail. This information would
be required in practice for the planning and design of higher-
layer protocols and applications, and ultimately the deploy-
ment and management of robust WSN applications.

The remainder of the paper is structured as follows: Sec-
tion 2 discusses related work and sets out the novelty and
work in this paper. Section 3 presents the experiment de-
signs, variables, hardware and software for the three node
deployment scenarios. Section 4, 5 and 6, contain the spe-
cific experiments and description for each of the three sce-
narios respectively (freight containers, shore-based engine
room and ship’s engine room), including a detailed analysis
of the results. Section 7 presents the conclusions.

2 Related work

WSN applications have been successfully deployed in a wide
range of indoor and outdoor scenarios. WSN technology
also underpins the Internet of Things. They all have in com-
mon the use of battery-powered wireless resource-constrained
nodes with a variety of low-power sensors from environ-
mental to MEMs microphone and accelerometers. Indoor
deployments include office buildings [27], to monitor oc-
cupancy and environmental variables and provide data in-
telligence to the HVAC systems for energy saving, which is
also applied in a similar way to data centers [16]. Health-
care systems are also benefiting from WSN technologies,
to improve current monitoring services specially for the el-
derly and children [1]. Outdoor scenarios have as well seen

an increasing number of WSN deployments in recent years:
urban environments [20], agriculture [31], marine [29], ma-
chine and structural health monitoring [2], etc. WSN have
also attracted industry [17], with the potential of lowering
sensor cost and facilitating deployment. Industry scenarios
however have some added challenges that are also common
in offshore marine deployments: large amounts of metal and
possible electromagnetic interference from heavy machin-
ery.

Regarding metal environments, some experiments have
been reported for monitoring shipping containers with WSN.
In [30], a network was deployed on the outside of contain-
ers for location tracking, analysing application parameters
such as the dynamics of routing, power consumption, and
network topology, but not the link quality. Yuan et al.[32]
tested a sensor network inside food cargo containers, record-
ing the RSSI and link quality indicator (LQI) as well as the
sensor data. However, their focus was primarily on the sig-
nal strength over distance, and the experiment was done with
multi-hop and duty-cycling protocols.

Similar analyses have been carried out for WSNs on
board ships as a cheaper alternative to wired networks, e.g.,
[13, 14]. These studies, using both simulations and practi-
cal measurements, show that communications between ad-
jacent rooms and decks are possible due to signal leakage
through bulkhead seals between compartments. In [11, 12],
tests included more realistic shipboard variables, such us
door opening and closing, operating machinery, and peo-
ple movements. However, all of these were built on top of
the XMesh and Zigbee protocols, focusing on the network
topology and not on the analysis of physical links. Packet
delivery ratio (PDR) and RSSI were measured but, due to
the use of upper-layer protocols that involve retransmissions
and mesh network configuration, they do not provide a com-
prehensive understanding of the propagation environment.

A key variable that affects WSN communications qual-
ity in marine environments, such as ships engine rooms and
marine energy platforms, is electromagnetic interference (EMI)
from electro-mechanical machinery. Despite the literature
showing some assessments of broadband and out-of-channel
interference in IEEE 802.15.4 networks [4, 7] and some pre-
liminary simulations in ship environments [18], no experi-
ments have been reported in a ship’s engine room scenario
with on/off switching of the machinery.

Rehmani et. al [21] performed experiments with TelosB
nodes in two environments that can be considered the up-
per and lower bound of multi-path effects, i.e., reverber-
ation chamber and anechoic chamber. Although focusing
on antenna diversity, the results of these experiments pro-
vide some insight into the expected effects in real metal-
lic multi-path environments. While the anechoic chamber
showed more stability in the RSSI values, the results in the
reverberation chamber indicated a much higher temporal vari-
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ation for the RSSI in the same node (a maximum of 9 dB)
as well as in the PDR of different nodes that were just 5 cm
apart.

Although the literature shows several of these WSN de-
ployments in different metal and ship environments, none
of them use the methodology in this paper, which allows an
analysis of the link quality between the nodes in an “all-
to-all” fashion with probe synchronisation and a systematic
assessment of effects of the different variables. This allows
more accurate characterization that includes the effects of
realistic WSN deployment variables such as node position
and orientation, openings between adjacent compartments,
node transmission power, and EMI.

3 Experiment setup

3.1 Testbed environments

We carried out the experiments in three different scenarios
with increasing complexity and scale. The first deployment,
in three outdoor freight containers, assessed the effect of
door openings, node location and orientation on the commu-
nications. The second was in a shore-based full-sized ship’s
engine room training facility (in this paper we refer to this as
the “engine room emulator”). This contained a large amount
of piping and metal fixtures, as well as several electrical gen-
erators and a ship’s engine that could be individually and
collectively switched on and off to test the effect of electrical
noise. The third deployment was on a seagoing Irish Naval
Service (INS) ship’s engine room and its adjacent compart-
ments, where we varied the opening of the sealed bulkhead
door as well as the switching of the main engine and gener-
ators. To characterize link behaviour, we designed a full fac-
torial experiment in which we varied one variable at a time.
We designed each experiment to be completed in a single
day with a randomized run order to minimize the confound-
ing effects of the environmental variables of humidity and
temperature. These scenarios and experiment designs are de-
scribed in more detail below in their respective sections.

3.2 Hardware and software tools

The hardware for all three deployments consisted of 18 TelosB
nodes [19], plus an extra gateway node connected to a lap-
top to configure the experiment and download the data. The
nodes comprised a low-power microcontroller, a 2.4 GHz
IEEE 802.15.4 radio chip, an on-board PCB antenna, and
several integrated environmental sensors. We chose these
nodes for their wide use in research and good software sup-
port.

To conduct the tests, we used an open-source software
tool TRIDENT [10] which, unlike similar tools available,

Fig. 1 Outside view of the freight container testbed.

allowed us to configure and run the experiments without
the need for a separate wired infrastructure. This makes it
easier to change node locations between different runs and
to retrieve the data via multi-hop wireless communication.
The tool allows configuration of every node as a sender and
receiver, synchronising the senders in a round-robin fash-
ion to avoid collisions and ensuring that there will not be
more than one node transmitting at the same time. This fea-
ture, along with the ability to send probes without any MAC
or upper-layer protocols, is key to accurate characterization
of the physical medium. The nodes acting as receivers log
the number of received packets, RSSI and LQI, besides the
noise floor sensed by the sender before transmission, and
environmental variables. The measured LQI can be seen as
an approximation of the chip error rate; it is dimensionless
and measures the strength quality by calculating the average
correlation of the first eight symbols of the received packet,
with values ranging from 110 (best quality) to 50 (worst).
This tool has been previously successfully used in different
open field deployments, e.g., [6, 15].

4 Scenario I: Freight containers

4.1 Environment description & experiment design

The nodes were installed inside and outside three freight
containers located in an outdoor yard and separated by 3
to 4 m, with various metal and concrete obstacles between
them (Fig. 1). Containers 1 and 2 are 6 m x 3 m, while con-
tainer 3 is slightly smaller at 6 m x 2.5 m. This constitutes
a unique indoor/outdoor metal environment that more real-
istically replicates the real-world environments. The distri-
bution of the containers and the nodes can be seen in Fig. 2.
The containers contain several pieces of furniture such as ta-
bles and metal shelves, including a small metal box where
node 9 is placed. It should be noted also that container 2 has
a double door, a metal exterior door and a wooden interior
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Fig. 2 Node distribution in the containers.

door, but these were opened and closed as one door and not
considered as separate variables.

The set of variables and levels for this environment are in
Table 1. An important issue in these multi-chamber environ-
ments is the size of the openings between adjacent rooms.
Therefore, we selected three different door openings for the
containers to emulate this: fully closed, a minimum opening
of 5 cm (approximately a half-wave for the frequency used),
and a maximum opening of 40 cm, which corresponds to the
size of an opening, such as a bulkhead door, that would al-
low a person to pass through. As sensor nodes will typically
be used to monitor different parts of the structure and ma-
chinery, their height, position, and orientation will vary. We
therefore selected two heights: middle height (1.7 m), and
ground level (0 m); and, because the antenna is not isotropic,
we selected the best and worst case: node attached horizon-
tally and vertically. Finally, as the software tool allows us
to interleave every round of packets with different transmis-
sion power levels, we set two levels of 0 dBm (maximum
power) and -5 dBm, which would suppose around 20% re-
duction in power consumption. Although energy consump-
tion is not an issue that can be studied in these experiments,
the results obtained will become important for future work
when a real sensing application is deployed, which can in-
clude multi-hop and/or retransmissions. A more reliable link
would need less hops and packet retransmissions to reach
the sink, therefore consuming less energy. All combinations
of these variables form a total of 24 experiments, organized
in 12 different runs with two interleaved powers.

We placed the nodes inside containers 1 to 3, Fig. 2, to
cover key points such as corners, doors, and problematic ar-
eas behind metal shelves or furniture. Container 4 could not
be used due to restricted access. We attached three nodes (0,
11, and 17) to the outside of the doors, to allow connectivity
through the doors’ leakage. Since node 0 acts as the mas-
ter node for synchronising and distributing the experiment
to all the nodes, we choose its location to be at a midpoint
distance from the rest and therefore the best candidate for

Table 1 Experiment variables.

Variable Levels

Transmission power 0 dBm, -5 dBm

Node distance from ground 0 m, 1.7 m

Node antenna orientation Horizontal, Vertical

Container door openings Closed, Open 5 cm, Open 40 cm

the sink. This is not essential, as there are multi-hop capa-
bilities for distributing the configuration, but nevertheless a
good location of the master node can facilitate it.

We performed all experiment runs on November 24th
2015, on a clear winter day. For each run configuration, we
sent four rounds of probes per node, 2 at high and 2 at
low power, with each round composed of 10 probes with
a 750 ms gap between them, and each probe with a burst
of 10 messages with 50 ms separation. This forms a total
of 200 messages per round and power level per node. We
made the decision to perform burst experiments based on
the target application, considering that machine and struc-
tural monitoring often require data bursts from accelerom-
eters and other high sample rate sensors [23]. The probes
used channel 26, to avoid interference with Wi-Fi networks,
and were configured not to use any MAC protocol. Each run
configuration lasted for 10-15 min, accounting for the probe
sending and the data writing to the memory which, along
with changing the position of the nodes and data download-
ing, used the full day of experiments for the total set of 12
runs.

4.2 Results & analysis

4.2.1 Overall network analysis

A simple way to get a general understanding of the link qual-
ity of a wireless network is by looking at the RSSI, and its
relationship with the PDR and LQI [3]. Although the pres-
ence of interfering signals can boost the RSSI levels while
yielding a lower PDR [33], the setup of our experiments
guarantees a lower chance of that occurring, due to channel
selection and environment isolation.

In Fig. 3, we represent the PDR of each probe burst for
the different combinations of rounds, for high (0 dBm) and
low (-5 dBm) power, with respect to the mean RSSI. A total
of n(n− 1) = 306 links, with n = 18 nodes, were analyzed
for each round. We observe the typical overturned “L” shape
found in the literature [24, 26], with disconnected, transi-
tional, and connected areas. This can also be seen in Fig. 4,
which shows how LQI relates to RSSI. However, we can
see some outliers (circled) in both plots occurring in node
11, which is attached to the outside of the door in container
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1, for the configurations with the doors open. Since exter-
nal interference is unlikely, we speculate that this could be
due to the multipath caused by the amount of metal in the
environment. Moreover, the overall noise floor measured is
fairly constant and close to the sensitivity of the radio chip,
with an average of -96 dBm and σ = 1.28, which excludes
the presence of other external elements that could affect the
signal integrity.

To give a global view of the performance of each node,
we show in Fig. 5 a 3D representation of the PDR per probe,
accounting for each node being a sender or receiver. The first
thing to notice is the high concentration of points near the
100% PDR plane, except for an empty rectangle between
nodes 12-15 and 17, corresponding to the ones located in
container 3, and with a concentration of points in a mirrored
space on the 0% PDR plane. This could be due to two rea-
sons: the door of this container faced away from the other
two containers and the presence of the large metal block
between container 2 and 3. This is more visible in the low
power configuration. We can also observe the same empty
block repeated, but rotated to the opposite side, suggesting
a high degree of symmetry in the network. As asymmetry
predicts the unreliability of a link, and has an impact on
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Fig. 5 PDR [%] between each node for all rounds at different trans-
mission powers.

upper-layer protocols [9], we decided to have a closer look
at the average link asymmetry of individual nodes. In Fig. 6,
we represent the asymmetry as defined in [26], where a link
is considered asymmetric if |PDRn→m−PDRm→n| > 40%.
This shows that only links 11-13 and 15-17 exhibit a notice-
able, although small, asymmetry (< 10%), while most of the
links are almost fully symmetrical.

4.2.2 Effects of the variables on network performance

We can see an interesting effect of the environment by look-
ing at the average PDR and RSSI for each of the different
door combinations, Table 2. Although we could see a posi-
tive correlation between PDR and RSSI when representing
all bursts of probes in Fig. 3, the average values per com-
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Fig. 6 Link asymmetry calculated as |PDRn→m−PDRm→n|.

bination shown in the table seem to indicate the opposite.
This is due to the fact that, when any of the variables are
set to have a negative effect on the signal range (e.g., closed
doors), the average PDR computed over the whole network
decreases; however, as the number of connected links also
decreases, the average RSSI, which is calculated only over
the remaining links, increases. This indicates that the net-
work becomes more polarized, dropping links that were pre-
viously in the transitional region to the disconnected region.
This effect can further be observed, for the individual vari-
ables, in the CDF representation of the PDR and RSSI in
Fig. 7 and 8. In Tables 3 and 4 we can see that this is less
noticeable for the node height and orientation variables, as
they have less impact on the PDR.

We observe an increase of over 50% in the total PDR
from closed doors to fully open at full power, while for the
node height and orientation it is much less. Therefore, the
number and size of the openings will be the key variables to
take into account when deploying wireless networks in these
environments.

As expected, the best performance occurs when the nodes
are transmitting at high power, located at 1.7 m in horizontal,
and with the container doors fully open, yielding an over-
all PDR = 74.69% and mean RSSI = -69 dBm. On the other
hand, the worst case is found at low power, nodes vertically
oriented at ground level, and doors closed, with a resulting
PDR = 37.25% and mean RSSI = -66 dBm.

Due to the season and geographical area, the environ-
mental variables recorded during the tests did not undergo
dramatic changes, with an average temperature of 13.44 ◦C,
σ = 1.63, and relative humidity of 68.03%, σ = 12.76, out-
side the ranges that can affect significantly the performance
of the node wireless communications.

4.2.3 Link classification and sink selection

Although the 3D plots above allow quick identification of
problem areas, we still need a way to quantify the link relia-
bility to each specific node. For this we used the link classi-

Table 2 Average PDR and RSSI for different door openings.

Transmission
power

Door state PDR [%] RSSI [dBm]

0 dBm

Closed 41.13 -64

Open 5 cm 47.83 -67

Open 40 cm 64.21 -70

-5 dBm

Closed 38.03 -66

Open 5 cm 42.35 -68

Open 40 cm 55.66 -71

Table 3 Average PDR and RSSI for different node heights.

Transmission
power

Node height PDR [%] RSSI [dBm]

0 dBm
1.7 m 53.49 -67

0 m 48.61 -68

-5 dBm
1.7 m 47.06 -68

0 m 43.63 -69

Table 4 Average PDR and RSSI for different antenna orientations.

Transmission
power

Orientation PDR [%] RSSI [dBm]

0 dBm
Horizontal 54.33 -67

Vertical 47.78 -67

-5 dBm
Horizontal 48.17 -68

Vertical 42.52 -69

fication described in [15, 26], which aggregates the links in
five groups: dead (PDR = 0%), poor (PDR < 10%), inter-
mediate (10% ≤ PDR ≤ 90%), good (90% < PDR < 100%),
and perfect (PDR = 100%). Fig. 9 shows the number of links
to each node distributed in each category, from a total of 17
possible links per node, for high and low power configura-
tions. This representation, along with the average total PDR
per node shown in Fig. 10, allow identification of the node
with the best quality links that would be a good candidate
for a sink in a one-hop network.

We notice that, even though the average PDR drop from
high to low power per node is not large, the number of dead
links increases considerably. This renders most of the nodes
incapable of acting as a sink, with the exception of nodes 0
and 11, located outside containers 1 and 2, which keep all
their links in the connected and transitional region, due to
their strategic location. Looking at Fig. 10, we can confirm
that our initial placement of the master node (node 0) as a
sink candidate was correct, as it yields a better performance
than the rest of the nodes, with an average PDR = 91.97%
for all round combinations of high power.
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Since we established that the door openings are the most
influential variable in our experiment, we show in Table 5
the average PDR and RSSI values for all the links to the
sink candidate (node 0) for the different door configurations
for both powers. In this case, unlike the previous case when
we looked at the network links as a whole, we can see the
expected increase in RSSI with the PDR, as a result of the
links being stable under all different conditions. For the high
power transmission, we observe a PDR = 80.65% for the
closed door and a PDR = 98.33% for the open door case,
with a 6 dB difference between both states, and a PDR = 96.92%
is achieved with only a 5 cm door opening. Even at the worst
case, with the doors closed and low power, we obtain an av-
erage PDR = 70.04% to the sink candidate.

5 Scenario II: Ship’s engine room emulator

5.1 Environment description & experiment design

The previous scenario showed the behaviour of the network
in a simple metal multi-chamber environment. To increase
complexity, the next deployment was done in a full-scale op-
erational engine room emulator, with control room, located
in the National Maritime College of Ireland (NMCI), which

Table 5 Average PDR and RSSI for different door openings (node 0).

Transmission
power

Door state PDR [%] RSSI [dBm]

0 dBm

Closed 80.65 -74

Open 5 cm 96.92 -73

Open 40 cm 98.33 -68

-5 dBm

Closed 70.04 -78

Open 5 cm 88.69 -76

Open 40 cm 97.77 -73

is normally used for marine engineering training. As we see
in Fig. 11, this is a 16 m x 20 m high ceiling room full of
various machinery, metal ducting and piping, gantries, etc.,
which are representative of the environment found not only
in ships but in other off-shore structures. Moreover, from
the control room in the center we can switch on/off a real
ship’s engine connected to a variable load, as well as an aux-
iliary generator. The ship engine is a MaK 60M20 running
at 1000 RPM and the auxiliary generator a Caterpillar run-
ning at 1500 RPM. The 18 nodes were distributed to cover
the whole room, as shown in Fig. 12. Nodes 2 and 4 were
placed on top of the main engine, while node 3 was attached
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Fig. 9 Number of dead (PDR = 0%), poor (PDR < 10%), intermedi-
ate (10% ≤ PDR ≤ 90%), good (90% < PDR < 100%), and perfect
(PDR = 100%) links for each node.
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Fig. 10 Average total PDR [%] per individual node.

under the cover, and node 6 on top of the working auxil-
iary generator. We placed node 0 (master) at the most cen-
tered position, on the window sill outside the control room,
at around 1.5 m from the ground.

In this scenario, we choose to vary the operation of the
main engine and auxiliary generator to test the effect this
might have on the network performance, as well as the trans-
mission power (Table 6). Also, because the environment is

Control Room
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Generator

Fig. 11 Engine room emulator.
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Fig. 12 Node distribution in the NMCI engine room.

Table 6 Experiment variables.

Variable Levels

Transmission power 0 dBm, -5 dBm, -10 dBm

Machinery status All off, Aux generator on, Aux generator +
main engine on, All on + 200 KW load

an open space and can potentially yield a higher connectiv-
ity, we added an extra lower power level (-10 dBm) to the
test rounds, to assess if we could further reduce transmis-
sion power to save energy.

The experiments were also completed in a single day,
July 19th 2016, with the same configuration as in the pre-
vious one in terms of channel selected and messages per
probe. However, because of the addition of the extra power
level the number of rounds of probes per node was 6 (2
rounds per power).

5.2 Results & analysis

5.2.1 Overall network analysis

Fig. 13 and 14 show the PDR for each probe and aver-
age LQI with respect to the RSSI, respectively, for the three
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Fig. 13 PDR vs RSSI for the engine room emulator environment.
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Fig. 14 LQI vs RSSI for the engine room emulator environment.

powers tested. Although we can still discern the L-shaped
pattern and the different connectivity areas, we see more
outliers compared to the previous environment, despite hav-
ing a much shorter number of experiment runs. As the out-
liers are distributed among the different rounds, including
the ones with machinery off, we can conclude that having
the engine or generators on is not causing them. This in-
crease could be produced, however, from the increase in the
complexity of the environment i.e. the large amount of pip-
ing, machinery and metal surfaces present in the room, all
of which can contribute to multipath. The noise floor stayed
constant at -96 dBm, as in the previous scenario.

Due the environment being composed of a single rela-
tively small open room, most of the probes were received
with an average PDR close to 100% even for the low power
configuration (-10 dBm), as we see in the 3D representation
in Fig. 15, with the exception of nodes 14 and 4. The low-
est PDR occurs in the link between them, consistent among
all rounds. Although this may be due to the lack of line of
sight between both nodes, node 3 should be exhibiting sim-
ilar or worse behaviour, since it is located in the same place
as node 4 but under the cover of the engine. However, node 3

performed better than node 4 overall, again suggesting that
multipath can have unpredictable effects on the communi-
cations. If we look at the asymmetry representation of the
links in Fig. 16, node 14 shows more than a 10% asymmetry
in two of its links, which confirms this location as particu-
larly unreliable.

5.2.2 Effects of the variables on network performance

Table 7 shows the average PDR and RSSI obtained for the
three powers tested for each machinery setting. The network
on average showed a high connectivity for all the conditions,
with over 97% PDR even for the worst case at -10 dBm;
we can see the expected average 5 dB drop in RSSI with
for every 5 dB reduction in transmitted power, indicating
that the network maintained stable links with a only small
decrease in PDR. This high connectivity can also be seen
in the CDF representation of the PDR in Fig. 17, where the
cumulative distributions are more concentrated in the 100%
mark than in the previous scenario.

We can also observe a slight reduction in average PDR
when we turn on different machines, although this could be
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Fig. 15 PDR [%] between each node for all rounds at different trans-
mission powers, for the engine room emulator environment.
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Fig. 16 Link asymmetry calculated as |PDRn→m−PDRm→n|, for the
NMCI engine room.

Table 7 Average PDR and RSSI for different machinery states.

Transmission
power

Machinery state PDR [%] RSSI [dBm]

0 dBm

All off 99.05 -62

Aux generator on 99.12 -62

Aux gen + engine on 98.85 -62

All on + 200 KW 98.78 -62

-5 dBm

All off 98.65 -66

Aux generator on 98.55 -67

Aux gen + engine on 98.30 -67

All on + 200 KW 98.31 -67

-10 dBm

All off 97.91 -72

Aux generator on 97.94 -72

Aux gen + engine on 97.07 -72

All on + 200 KW 97.27 -73

due to the increase in temperature in the nodes located on
top of the turned on devices instead of the electrical noise,
which in some cases reached 40 ◦C for the nodes on top
of the main engine. The average temperature for all rounds
was 25.16 ◦C, stable for most of the nodes but with a σ =

2.6 due to the contribution to the average of those nodes.
The CDF plot for PDR (Fig. 17) and RSSI (Fig. 18) also
show this small increase, as the line representing the round
with all machines on (red line) is above the others, indicating
more accumulation of points in the lower PDR and RSSI
respectively.

5.2.3 Link classification and sink selection

If we look at the number of links per node in each category,
as previously defined for estimating link reliability, we see
in Fig. 19 that all the nodes have most of their links with
perfect connectivity for high power (0 dBm) and even for
low power (-10 dBm). The exception is nodes 4 and 14, al-
ready identified as problematic, with the link between them
dead for the low power configuration. Node 3 also presents a
lower number of perfect links, due to the node being inside
the enclosure of the main engine, although none of them
dead or poor.

Fig. 20 shows that, when using a high power (0 dBm)
configuration, all of the nodes present more than 95% PDR,
therefore every node could act as a data sink if necessary.
Avoiding node 14 would allow network reliability to be pre-
served, even at -10 dBm, saving power.
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Fig. 17 CDF of the PDR for the engine room emulator environment.
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Fig. 18 CDF of the RSSI for the engine room emulator environment.

6 Scenario III: Naval vessel engine room

6.1 Environment description & experiment design

To perform a final set of experiments in a more realistic sce-
nario, we deployed the same 18 nodes in the LE Joyce off-
shore patrol vessel of the Irish Naval Service (INS). We in-
stalled the nodes in the 10 m x 12 m engine room and its ad-
jacent 9 m x 4 m compartment, connected by a waterproof
sliding bulkhead door. Fig. 21 shows different views of the
rooms, showing similar piping as in the NMCI emulator
room but with overall higher volume occupancy of metal,
with many more metal components and machinery. The main
engine is a Wartsila 16V26D2 and the auxiliary generator
sets are MTU Motor 16V2000 M60. In Fig. 22 we can see
the distribution of the nodes: Node 0 (master) in the most
centered place of the deployment, in the adjacent compart-
ment on a box close to the door at 1.5 m; nodes 1 and 2
on the floor at the opposite side of the adjacent room, while
nodes 3 and 4 at 1.5 m elevation on top of metal boxes; nodes
5 and 6 on the floor one on each side of the door; one node
on top of each generator set (7 and 8, although only the gen-

erator below node 8 was turned on); node 9 on the floor at
the top corner of the engine room; node 10 on top of a metal
box at 1.5 m; nodes 13 and 14 on top of the main engine,
and nodes 11 and 15 at the bottom; Node 12 on top of the
companion ladder to the upper deck; node 16 and 17 on each
side of the gearbox attached to the engine.

Although the previous experiments in the engine room
emulator did not show a notable effect of the machinery
in the communications, since this engine is more powerful
and the scenario more complex, we tested the communica-
tions with the machinery on/off (main engine, one gener-
ator set and pumping system). We combined this with the
same three powers as in the previous scenario, adding also
the door opening as a variable with the three opening lev-
els we used in the freight containers, Table 8, to form a full
factorial experiment of 6 runs per power. We completed the
experiments on April 20th 2017, with the same configura-
tion parameters as in the other environments.
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Fig. 19 Number of dead (PDR = 0%), poor (PDR < 10%), interme-
diate (10% ≤ PDR ≤ 90%), good (90% < PDR < 100%), and perfect
(PDR = 100%) links for each node, for the engine room emulator en-
vironment.
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Fig. 20 Average total PDR [%] per individual node, for the engine
room emulator environment.

6.2 Results & analysis

6.2.1 Overall network analysis

Since this environment is even more complex than the en-
gine room emulator, we observe a larger number of out-
liers in the PDR and LQI vs RSSI measurements, shown in
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Fig. 21 Naval ship’s engine room.
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Fig. 22 Node distribution in the naval ship’s engine room.

Table 8 Experiment variables.

Variable Levels

Transmission power 0 dBm, -5 dBm, -10 dBm

Machinery status (main engine
+ generator)

on, off

Door opening Closed, Open 5 cm, Open 40 cm

Fig. 23 and Fig. 24, such that the L-shape is no longer visi-
ble. We notice that an extra transition band is formed around
-60 dBm for all power configurations, showing that even
with a very high average signal strength and packet deliv-
ery (RSSI = -62 dBm, PDR = 91.87%) the communications
are very unpredictable. This is confirmed in the 3D plots in
Fig. 25, where, despite having a large number of the probes
in the 100% plane, a cloud of probes appears randomly dis-
tributed across the rest of the space. As expected, the noise
floor remained at -96 dBm average.

We can see further how the unreliability is increasing
in this environment by looking at the asymmetry between
links in Fig. 26, where it reaches up to 20% for nodes 12-
15, although it is still below the 40% that defines a link as
asymmetric.
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Fig. 23 PDR vs RSSI for the naval ship’s engine room environment.
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Fig. 24 LQI vs RSSI for the naval ship’s engine room environment.

6.2.2 Effects of the variables on network performance

To explore the effect the machinery has on the communica-
tions, we show in Table 9 the average PDR and RSSI per
power with the machines on/off. As we observed in the en-
gine room scenario, although we can also see here a small
drop in PDR, it does not have an important effect. Even for
the low power configuration (-10 dBm) we have a decrease
only from 89.09% to 88.93%. This effect is confirmed by
looking at the CDF of the PDR (Fig. 27) and more clearly
the RSSI (Fig. 28), where we can see that each pair of lines
corresponding to the machines on/off for each door config-
uration run together following the same shape. A greater
impact is produced by the door opening (Table 10), as we
reported in the freight containers environment. Despite the
door being waterproof sealed when closed, we only see a
reduction from 88.76% at 5 cm opening to 81.29% when
closed, at -10 dBm transmission power.

The average temperature was kept constant by the AC
system at 24.85 ◦C, with a σ = 4.63, again due to the in-
crease in the surface temperature of the machines measured
by the nodes placed on them.

6.2.3 Link classification and sink selection

While the PDR vs RSSI and 3D plots suggested an unsta-
ble network, the average links per node all show above 10%
PDR connectivity for high and low power, as we see in Fig. 29.
However, for the worst case rounds where the machines are
on and the door closed (Fig. 30), we observe dead links in all
the nodes that are farther from the sliding door. Nodes 0, 4,
5, 6, 7 and 8 present no dead links, which makes them good
sink candidates. Although node 12 is also close to the door,
it performs worse due to being placed on top of the compan-
ion ladder with no line of sight. In Fig. 31 we see that node
6, located next to the door in the engine room, presents the
highest overall PDR, with around 97% for the three power
configurations, while nodes 1, 2 and 17 (located at the end
of each room) have the lowest with around 75% for the low
power configuration. This suggests that whenever we have
sealed doors that could be closed, we need to have a sink or
node with forwarding capabilities near the door.
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Fig. 25 PDR [%] between each node for all rounds at different trans-
mission powers, for the naval ship’s engine room environment.
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Fig. 26 Link asymmetry calculated as |PDRn→m−PDRm→n|, for the
naval ship’s engine room environment.

Table 9 Average PDR and RSSI for different machinery states.

Transmission
power

Machinery state PDR [%] RSSI [dBm]

0 dBm
Off 94.02 -58

On 94.17 -57

-5 dBm
Off 92.75 -62

On 92.25 -62

-10 dBm
Off 89.09 -67

On 88.93 -67

Table 10 Average PDR and RSSI for different door openings.

Transmission
power

Door state PDR [%] RSSI [dBm]

0 dBm

Closed 91.28 -61

Open 5 cm 94.38 -58

Open 40 cm 96.64 -54

-5 dBm

Closed 87.43 -65

Open 5 cm 93.20 -63

Open 40 cm 96.87 -59

-10 dBm

Closed 81.29 -69

Open 5 cm 88.76 -68

Open 40 cm 96.98 -64

7 Conclusions & Future work

In this paper, we studied through experimentation the phys-
ical link quality of a wireless sensor network in three differ-
ent metallic scenarios. The first comprised three freight con-
tainers, creating an indoors-outdoors, multi-chamber metal
environment, where we conducted a measurement campaign
using 18 nodes in a randomized structured experiment, ac-
counting for the effects of node position and orientation,
door openings, and transmission power. The second was a
large engine room emulator containing a ship’s engine, sev-
eral generators and large amounts of metal piping and gantries,
where we tested the effects of the machinery running. The
final set of experiments were in a naval vessel engine room
and its adjacent compartment, accounting for the opening
and closing of the waterproof door between them as well as
the switching of the machinery. We recorded and analyzed
the PDR, RSSI, and LQI for all the possible links in the net-
work, and extracted an overview of the network behaviour
as well as individual node performance.

From the results of the first scenario, we observe that the
best case is obtained when transmitting at high power with
the doors fully open and nodes horizontal at 1.7 m, with a
PDR = 74.69%, while the worst case is found at low power,
doors closed and nodes vertical at ground level, yielding a
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Fig. 27 CDF of the PDR for the naval ship’s engine room environment.
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Fig. 28 CDF of the RSSI for the naval ship’s engine room environment.

PDR = 37.25%. We identify the door openings as the vari-
able having the most impact on the overall network perfor-
mance. The best sink candidate was selected, with an av-
erage PDR = 91.97% from the remaining nodes at a high
transmission power (0 dBm), a PDR = 80.65% for the closed
doors, and a PDR = 96.92% with just a 5 cm opening. This
suggested that a wireless sensor network could be a feasible
low-cost alternative to wired sensors under various condi-
tions in metallic environments. However, when we analyze
the results of the second scenario we see that although the
overall network performance is very high (PDR = 98.32%),
the increasing complexity of the environment, i.e. more ex-
tensive volume occupancy of metal and machinery, yields a
wider transition zone, making the communications more un-
predictable. This was especially noticeable in the nodes at-
tached to the engine, where the one placed inside the metal
cover unexpectedly performed much better than the one on
top. The final experiments, performed in the naval vessel
engine room, confirmed that the more complex the scenario,
the more unreliable the communications. Although the re-
sults in the naval still showed a high PDR, with PDR = 80.65%

even with the door fully closed and transmitting at -10 dBm,
the transition zone in this environment is much wider occu-
pying most of the area as we can see in the PDR vs RSSI
plots. From this we can conclude that even if a path-loss
model based on distance and RSSI were developed for those
scenarios, it would not have any meaningful capabilities of
predicting the PDR of each node. Therefore, to deploy a
WSN in these environments a systematic practical study must
be done on each specific target scenario, including a con-
nectivity assessment similar to the one demonstrated in this
paper, to identify areas of difficult connectivity and optimal
sink location.

By focusing on low-level physical network analysis in
real scenarios, we achieve a more accurate characterization
of the environment, in contrast with the higher-layers stud-
ied in prior works. We believe that the methodology, verified
in the three scenarios, we have presented in this paper is both
straightforward and practical for WSN planning in general
metallic environments both marine and also land-based e.g.
in typical manufacturing environments with large amounts
of piping, ducting and machinery.



16 David Rojas, John Barrett

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Node receiver

0

5

10

15

20

N
um

be
ro

fl
in

ks

Dead
Poor

Intermediate
Good

Perfect

(a) Transmission power at 0 dBm

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Node receiver

0

5

10

15

20

N
um

be
ro

fl
in

ks

Dead
Poor

Intermediate
Good

Perfect

(b) Transmission power at -10 dBm

Fig. 29 Number of dead (PDR = 0%), poor (PDR < 10%), interme-
diate (10% ≤ PDR ≤ 90%), good (90% < PDR < 100%), and perfect
(PDR = 100%) links for each node, for the naval ship’s engine room
environment.
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Fig. 30 Link classification for the closed door and machinery on
round, at -10 dBm.

The information obtained using this methodology can be
used to deploy real sensor network applications in these and
similar scenarios. This data can be used with the method
described in [28] to mitigate multi-path fading either reposi-
tioning the nodes or using channel hopping techniques, sim-
ilar to the ones used also in the industrial standard for WSN
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Fig. 31 Average total PDR [%] per individual node, for the naval ship’s
engine room environment.

WirelessHART [8]. For nodes close to heavy machinery that
can reach high temperatures, the technique used in [5] can
improve the reliability by dynamically adapting the CCA
threshold at runtime depending on the temperature measured
locally on the node. The CCA adjustment will also be useful
if a high noise floor is detected in some particular locations,
as demonstrated in [16], where a deployment in a data cen-
ter was shown to be failing due to some nodes not sending
packets due to having a noise floor higher than the config-
ured CCA threshold. With these techniques combined, as
well as the methodology described in this paper, a more ro-
bust WSN deployment can be achieved with the reliability
required for this type of scenarios.
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